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Ultrashort pulse laser-solid interaction experiments witk 4% Wicm?, 120 fs, 45° incidence angle,
p-polarized pulses are theoretically analyzed with the help %}t:litnensional (ﬁ D) particle-in-cell (PIC)
simulations. The laser impinges upon preformed plasmas with a precisely controlled density-gradient scale-
length. PIC electron distribution functions are used as an input to 3D Monte Carlo simulations to interpret
measured electron distributions ad radiation emission. Satisfactory agreement between the experimental
and simulation results is obtained for the measured absorption coefficient, the energy distribution of the
back-scattered hot electrons, the hot-electron temperature in the bulk of the target, Krdytiedd, when the
preplasma scale-length is varid$1063-651X99)00108-1

PACS numbgs): 52.50.Jm, 52.40.Nk, 52.65.Rr, 52.65.Pp

I. INTRODUCTION We found earlief16] that fast electron production and non-
thermalK a emission peak for a plasma scale length where
High-intensity ultrafast lasers with chirped pulse amplifi- resonant absorption is maximiz¢ti7]. In this paper we in-
cation (CPA) [1] have opened a new field of study of laser vestigate the scale-length dependence of experimental ob-
matter interaction with solid targef&,3]. Very short tempo- servables such as the laser absorption, the electron mean en-
ral and spatial scale plasmas are produced with highly trarergy, and theKa emission, by means of particle-in-cell
sient and nonequilibrium properties. These plasmas have atPIC) simulations. PIC codes have already shown their use-
tracted attention as potential sources for ultrafast pulsed fulness in studying, e.g., high-order harmonic generation on
rays in the sub-keV energy ranp&-7] and in the keV range solids [18—20, hot-electron generatiof21-24 and laser
[8—10Q. Experimental efforts for bringing picosecond time ponderomotive force effec{®5,26] in the context of high
resolution in x-ray diffraction, spectroscopy, or microscopyintensity laser-matter interaction.
of transient phenomena have been repoffeld-13. PIC codes self-consistently solve the Poisson equation
When an intense laser pulse is focused onto a solid targeand, therefore, describe the ambipolar fields generated in the
a plasma is produced which is heated up to electron temperasollective interaction processes. They also allow one to ana-
tures of hundreds of eVs, depending on the absorbed lasérze nonlinear resonance absorption, where the strong elec-
intensity. Thermal x rays at energies above 1 keV are protrostatic plasma wave breaks. This wave breaking is essential
duced. To get a higher x-ray radiation yield, target illumina-for fast particle generation and cannot be treated directly in
tion with p-polarized laser light has to be used. Then, colli-hydrodynamic simulation codes. In contrast to hydrodynamic
sionless absorption processes become dominant in the lassimulations, PIC codes generally start with a preformed
energy depositioi14], and in their nonlinear regime, pro- plasma and this can complicate the modeling of real experi-
duce hot electrons, which give rise to bremsstrahlung anenents. However, in our experimental situation, the prepulse
K« radiation from the target bulk. This nonthermal emissiontechnique allows us to establish a well-controlled initial
has a relatively short duration, comparable to that of theplasma state, which we use as input to our calculations.
incoming laser pulse. When performing PIC simulations for various density
It is well known that the temporal shape and the contrasscale-lengths, we are interested mainly in the energy distri-
ratio of an intense laser pulse have a significant impact ombutions of fast electrons that can be computed by the code.
the plasma propertig®,15]. A controlled prepulse can gen- With the help of these distributions, we can calculate the
erate preformed plasmas with different density scale lengthsiumber ofK @ photons delivered as a result of laser interac-
tion as well as the number of fast electrons escaping the
plasma after being backscattered in the bulk of the target.
*Present address: Commissariat BEnergie Atomique, These simulation results have been compared to the experi-
DRECAM/SRSIM, Bat. 462, Centre d’Etudes de Saclay, 91191mental data. In the following, we shall briefly describe the
Gif-sur-Yvette Cedex, France. experimental apparatus and summarize some aspects of reso-
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nance absorption theory relevant to our analysis. Then the 0.5p ' ' ' ' A
results of PIC simulations will be presented. The final sec- 5
tion will be devoted to results on hot-electron production and 5 %4
the conversion of their energy to hard x rays. ié, 03
o
Il. EXPERIMENTAL SETUP AND SCALE-LENGTH § 0.2-
MEASUREMENTS 8 o4 ©  experiment
2 —FILMcode
The experimental system used here has already been de- e ool ' N 'S°"‘e""la' model .

scribed in Refs[16,17]. We recall some of its main features ) > " 5 3 10
for the sake of clarity. The experiments were carried out with
the Laboratoire d’Optique AppliqeeTi:Al,O; CPA laser in
Palaiseal27]. This laser delivers 120 fs duration, 60 mJ FIG. 1. Measured electron density-gradient scale length in a
energy, 800 nm wavelength, 10 Hz repetition rate pulsesused silica plasma as a function of time after the preptigen
The laser intensity contrast ratio was measured to be bettgircles. Laser conditions are indicated in the text. The solid line is
than 108 (at 2 ps before the main pulséy third order the result of a FILM simulation. The dotted line shows the isother-
autocorrelation techniques. The main laser pulse was focusé@l €xpansion model witlie=50 eV at the peak of the laser pulse
at 45° incidence angle by a 40 crfV{6) focal length Mgy ~ @nd an averaged charge =5.

lens onto solid Si©flat targets. The 20 mm diameter main

laser beam is reflected on a mirror hayia 6 mmdiameter ~ will be used to convert the prepulse delay into an electron
hole drilled in its center, which allows the transmission of adensity-gradient scale-length.

small part of the beam profile. This second beam is time-

delayed with a variable delay line and, after transmission

delay time (ps)

through a second apertured mirror, is superimposed on the Il COMPARISON OF EXPERIMENTAL DATA
main laser beam. The focal spot of the main beam being WITH ESTIMATES FROM RESONANCE
much smaller than the focal spot of the prepulse beam, the ABSORPTION THEORY

interaction of the main beam with the preplasma can be con- por p-polarized laser pulses, the electric field component
sidered as almost one-dimensional. 'Ic:yplcally,z this systenyhich is directed parallel to the plasma density gradient
gives Intensities on Te target obAl0*® Wem™? for the  grives electrostatic oscillations. At the critical surface the
main pulse and 410" Wcm' 2 for the prepulse. _local plasma frequency,=(e?n./meep) 2 is equal to the
The measuring device for the suprathermal electrons is gyser frequencyw, and the plasma oscillations are driven

multichannel electron spectrometer, fitted with a permanenfasonantly. If the laser radiation is sufficiently intense, the
magnetic field of~260 G. The detectors are six silicon sur- pasma response can become nonlinear. Particle trapping and
face barrier detectors, with an active thickness variable beygye breaking occur, and electrons with high energies are

tween 100 and 100@m. The energy range covered by this generated. The evanescent axial field driving plasma oscilla-
instrument extends from 20 to 200 keV. ThekSt emission  tions at the critical surface can be expressed in the form

is dispersed by means of a Von Hamos spectrograph buip33’34]
with a PET(pentaerythritol crystal(2d = 8.742 A having a
10 cm curvature radius. The spectra are collected at an angle
of 10° with respect to the target normal with a cooled
(—40°C) x-ray sensitive charge-coupled device canj@fa , D)
For the electron density-gradient scale-length measure- Eq=CBc 5'”‘9:m 0 @)
ments, we used the technique of frequency-domain interfer- 7 0
ometry [28] that we have extended to allow simultaneous
measurements of the phase shift for the tw@andp) probe
polarizations. Details on this technique are given elsewherashere f=(27L/\o)Y3sing and ®(¢) is the Denisov func-
[29,30. tion, which was found by integrating the plane wave equa-
The electron density-gradient scale-length measuremention for a linear density profil€34]. In the above formuld,
were interpreted with the FILM hydrocod@1]. Hydrody- is the magnetic field at the critical surface,the angle of
namic simulations of the prepulse interaction with a solidincidence,E, the free-space radiation electric field ampli-
target yield nearly exponential density profiles. The comparitude, andL=n./|dn/dx|, the density-gradient scale length.
son of the observed scale-length values with results of th@lormalizing this scale-length to the vacuum laser wave-
interferometric measurements shows excellent agreement. Aength, we get the dimensionless paraméter,, which will
an example, experimental results obtained after illuminatiorhe used in the following. Assuming a small damping fre-
of a fused silica target by a prepulse with 120 fs duration andjuency in comparison to the frequency of the plasma oscil-
an intensity of 410" W/cn? are shown in Fig. 1 com- |ations, the absorbed energy flux[B5]
pared to FILM simulation results and to the predictions of an
isothermal moddl32]. This model shows that the time varia-
tion of the scale length around critical densitp € 1.7
x 107t cm™3) is governed by the amount of energy depos-

a
~ 2
ited by the laser prepulse. In the following, results of Fig. 1 lans 2 €owol-Eq- @
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reduced scale length code EUTERPE[38] with two velocity (parallel and perpen-
0.0 0.1 02 0.3 0.4 05 dicular to the laser axisand one spacéarallel to the laser
1.0 ' ' ' ' A axis) components. It calculates the relativistic motion of a
large number of macroparticles in a plapgolarized elec-
0.8- 7 tromagnetic wave. Oblique incidence of the laser radiation
on the plasma is treated by means of the relativistic “boost-
0.6+ - frame” transformation39]. This method reduces the com-
putational efforts remarkably, because it transforms a 2D
0.4 problem into a 1D one. To check the validity of our 1D
geometry approach, we have performed a limited set of 2D
0.2 - simulations using themi2p2u PIC cod€]40] initialized with
the present experimental conditions. For the range of elec-
0.0k ) ! ! | ) n tron density-gradient scale length exploréd X,=<0.6) and
0 2 4 6 8 10 12 the moderate laser intensities that we have used, we found no
delay time (ps) evidence of parametric instabilities. Signatures of such insta-
FIG. 2. Absorption coefficient estimates for different delay bilitles were searched in 2Dxg) plots of the electric _f|e_ld
times and reduced scale length using Denisov's theory. Clos d of the electron current. Wg checked that the variation of
squares are experimental values from R&7). these observables along thexis (para_lllel to the target sur-
face was the same as the ones obtained in 1D geometry, but
plotted as a function of time. This points to the fact that, in
the absence of instabilities, space along yhexis and time
Using both equations we obtain the fractional absorption ofre equivalent, a feature which is the background of the
the incident light wavé ,=®2({)/2. A rather good approxi- “boost-frame” transformation guoted above.
mation tod(¢{), obtained for a linear density profil85], is In all simulations, initial temperatures @f,= 0.6 keV for
D ({)~2.3¢ exp(—233). In Fig. 2, estimated absorption co- electrons and off;=0.1 keV for ions were assumed. The
efficients are plotted together with the experimental data foparticle momentum distributions were initialized to Max-
the corresponding scale lengtisee Fig. 2 of Ref[17]).  wellian distributions with these temperatures. In the course
Both data sets show a similar behavior. The absorption peaksf the simulations, particles reaching the high dengityht)
at approximately the same valuelof\ 5. Resonance absorp- boundary of the simulation box were reinjected using the
tion decreases at short scale lengtee Eq(2)], but vacuum initial momentum distribution. Particles reaching the bound-
heating sets in and the overall laser absorption does not gary on the vacuungleft-hand side of the box were simply
down to zero[36]. Resonance absorption is also lower for reflected. Only a few particles were reflected in most of the
largeL due to a weaker driving field amplitude after tunnel- calculations because the vacuum region in front of the
ing over long distances from the turning point to the criticalplasma was chosen sufficiently larfje-(3—4)\y]. Expo-
surface. This can be deduced directly from Eb. and the nential density profiles and maximum plasma densities in the
approximate value ob(¢) quoted above because the driving range (4-27). were used in the simulations. Another im-
field at the critical surface decays exponentially with theportant parameter is the laser pulse shape. In contrast to com-
scale-length. monly used ramp-type pulse envelopes, we used Gaussian
The resonance field amplitude can be limited by differentpulses with 120 fs full-width-at-half-maximum or Sipulses
processes, namely, the nonlinear effeetive breakingand  with the same temporal width. Pulses of both shapes carry
the effect of thermal pressurgonvection. Hydrodynamic  almost the same energy but simulations witf ginises need
simulations using the FILM hydrocode where resonance abtess computer time. All simulations were carried out with a
sorption was included by means of ad hoc*“collision”  fixed maximum laser intensity;=4x 10" W/cn? and a
frequency added to the usual one bound to inverse bremgvavelengthh ;=800 nm. The mass ratibl; /Zm, was equal
strahlung have show{81] that plasma temperatures, at irra- to 3600.
diation conditions typical for our experiments, reached a few \ith the help of several diagnostic routines embedded in
hundreds of eV. Fof =600 eV, the electron thermal veloc- the code, we looked for observables such as laser light ab-
ity is vi/c=0.034. The electron quiver velocity in the sorption, energy distribution of electrons and ions inside the
plasma wave saturated by thermal convection vig plasma and on the right boundafgverdense plasmaand
~1.7 (wolL)/vie]?®v4 (Wherevy=eE4 /Mg is the electron  mean energy and directionality of the electrons as a function
quiver velocity associated to the resonance fief§i [37]. At of the initial plasma scale length. In addition to a comparison
the temperatures of interest for our experiments, this velocityf the quantities observed in the experiments and in the
always exceeds the cold wave-breaking velocity. Consesimulations, a further goal of our work was to obtain a more
quently, the limiting process in our case is wave breakingletailed understanding of the electron acceleration processes.

absorption coefficient

and not thermal convection. One of the pending questions concerned the maximum Kki-
netic energy that the electrons can gain. In experiments, as
IV. NUMERICAL RESULTS OF PIC SIMULATIONS well as in simulations, particles with kinetic energies much

higher than the one deduced from the wave-breaking esti-
mate were detected. To find an explanation for that behavior,

We have performed detailed particle-in-cell modeling ofe followed the motion of labeled electrons through the re-
the experiments described in R¢L7]. We used the 3D  gion of plasma resonance. Position, momentum, kinetic en-

A. General description of the simulations
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reduced scale length simulation data are in good agreement with the experiment.
00 0.1 02 03 0.4 05 We reproduce the location of the absorption coefficient
1.0fF . . l I g maximum found experimentally &t/\,=0.2 as well as its
value between 0.6 and 0.7.
= 08 _
% 06 C. Electric fields and currents
§ ' The spatiotemporal distribution of the electric field close
2 04 i to the peak of the laser pulse is shown in Fig. 4 in a plasma
8 with the optimum(with respect to laser absorptiph/\g
| ook N =0.2. The interference pattern of the incoming and reflected
longitudinal electric fieldg, is clearly seen. We also plotted
0.0k 1 | I ! . Lo the critical surface ah,=n.. The field is given in units of
o 2 4 6 8 0 2 mewoC/e, so that the picture shows the longitudinal compo-
delay time (ps) nent of the quiver velocity of an electron in the harmonic

FIG. 3. Laser light absorptio¢solid line) of the main pulse as a flel%notrmallzed to tlhte é/e|0(;lty of .“ght' Ir.] ?" S'TUI.atlons trf
function of time after the prepulger the reduced scale lengtfThe g“i'yer.] V\t/]ave ampl l_JI_he a. maXIml:im n E.ms'ly IS eqpa (.)
squares show the values obtained experimentally. T in these unlts.. € ime coordinate IS a.lways glve_n n

units of the laser period and the space coordinate in units of

ergy, and the electric and magnetic field components “seen’the Ia;ier.wa.\éeletn]gtllng. Thg .:esotnar;ce field is clleqzar5ly larger
by these particles were stored and analyzed off-line. Densit han e inci Ien :e tr; an 't'l elx den ioverfroug 56(348; q
profile modifications due to thermal and ponderomotive pres- € regions close 1o the critical density surface at 2o, 25, an

sures in the dense plasma were also investigated. 5OT° in Fig. 4. In fr_ont of the critical surface a Igrge nega-
tive space charge field has been formed. The critical surface

oscillates with the laser frequenégs also observed in Ref.
[41]). This is the region where electrons gain high kinetic
We first show the simulated absorption coefficients as @&nergies if they transit fast enough to feel only the acceler-
function of the reduced initial scale length. In Fig. 3, theating phase of the oscillating electric field. The longitudinal
solid line was obtained with stnlaser pulses. Absorption electron current component is shown in Fig. 5, for the same
measured in the experiment is given by closed squares. Themulation conditions as the one used in Fig. 4. Again, fol-

B. Laser absorption coefficient

time (in units of T,)

3.00 3.50 4.00 4.50

distance (in units of A,)

B 00 E, (in units of m,w.c/e)

-0.20 0.00 0.20

FIG. 4. (Colon Longitudinal electric fieldE, in units of mewyc/e as a function of the coordinate(in laser wavelengthsand time(in
laser periods The critical surface is shown with black dots. The initial scale lengitVigy=0.2.
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FIG. 5. (Color) Electron currend, parallel to the target normal as a function of the coordindia laser wavelengthsand time(in laser
periods from a simulation withL/Ay=0.2. The critical surface is shown with black dots.

lowing the periodicity of the laser light, a large current of fact that a transverse momentum is transferred to the target
electrons accelerated towards vacuum is observed, as well dsring the absorption of obliquely incident light.

the corresponding return current after reflection on the space The different physical situations obtained while varying
charge potentialsee Fig. . The transverse curred(, (not  the initial scale-length are collected in Fig. 6. For three val-
shown) has also been calculated. Its magnitude illustrates thaes ofL/\y=0.01, 0.2, and 0.6 the longitudinal electric field

electric field E, (in units of m,w, c/€)
electron density (in units of n)

distance (in units of 1)

FIG. 6. Longitudinal electric fieldsolid line) and electron density profildglotted ling for three different initial gradient scale lengths:
(a) L/Ng=0.01,(b) L/Nyg=0.2, and(c) L/A;=0.6.
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energy, less than 1 keV, we have thermal electrons charac-
terized by their initial temperaturé.=600 eV. Then, there
appears a local plateau of electrons with energies
~(5-40) keV and a high-energy tail of the distribution
function follows. This tail is rather noisy but this cannot be
avoided in PIC simulations because they use a relatively
small number of particles. As already mentioned above, ad-
ditional fluctuations can be produced by interaction of the
fast electrons with the electron-excited plasma oscillations in
the overdense target.
Now we try to understand how electrons can gain ener-
gies of some hundred keV at laser intensities in the mid-
M I 106 W/cn? range(i.e., quiver electron energies of a few
107 4 : , H" l, AL A8 X keV). As already mentioned, experiments and simulations
0 50 100 150 200 250 give maximum energies which are far above the values given
slectron energy (keV) by simple estimates. We followed some “test” electrons
FIG. 7. Number of electrons flowing through the riglaver- ~ during their interaction with the laser and the laser-driven
densg edge of the simulation box, per keV and per’cof target ~ Plasma waves. In Fig. 8 the trajectory of one such electron is
surface, as a function of kinetic energy for several values of thedlotted in the electric field&, . The motion of the particles in
initial scale length. The inset shows the distribution of the electrorthe resonance region is strongly dependent on their “phase
energies as a function of electron energy. matching” with the plasma wave. The figure contains, be-
sides the electric field, time-history plots of the kinetic en-
ergy of the test particle, together with the electron density it
E, (solid lineg is shown at the time where the resonance“sees” during its trajectory. In Fig. 8, the electron starts
field is close to its maximum. We see a large resonance fowith thermal energy at the entrance of the resonant field,
L/No=0.2 after the field has tunneled from the turning pointbecomes trapped in the plasma wave and is accelerated to an
to the critical point. Since the distance between these twenergy of the order of 100 keV. The electron makes a large
points increased in the case lofAy=0.6 the resonance be- excursion in front of the target during the next two laser
comes weaker, as expected. In the overcritical plasma, strorgycles. This behavior has been described as the formation of
electrostatic field perturbations with the frequency of the“cloud electrons” which do not return to the target bulk
plasma wave can be observed. These disturbances are causieding the same laser cycle where they origind#d43,44.
by the jets of energetic electrons flowing in the bulk of theOn its way back to the target, the test electron arrives at the
target(see Fig. 5 From the existence of similar perturba- critical surface just in phase with the negative half-period of
tions in the transverse field pattern inside the target, we cathe resonance field, and gets an additional “kick” of more
conclude that a strong directionality of the fast electron jetgshan 50 keV. Slightly decelerated by the resonance of the
occurs. This was already observed in previous 2D simulanext cycle, its velocity is increased again in the plasma wave
tions performed in the context of the interaction of a shortfield (seen as undulations in the target bulk in Fig.u® to
pulse laser field with a corrugated solid tarf2]. We will 200 keV. Continuing its motion in the bulk of the target, part
see below that the oscillations excited by the leading edge aff this energy is converted into electrostatic energy of the
an electron bunch may in turn influence the motion of elec-dense plasma oscillations. Only a relatively small number of
trons arriving later during the same laser cycle. In addition tcelectrons will have the right “phase” with respect to the
the field distribution, the electron density profile is alsoresonant field to be accelerated to such large energies, a very
shown in Fig. 6. When the scale length is increased, an unmuch larger number of electrons will be resonantly heated to
dercritical plasma shelf develops, expands, and eventuallgnergies in the range between 10 and 40 ke& Fig. 7.
becomes overcritical somewhere in front of the critical sur-
face. At the same time, the plasma profile is steepened on the
dense plasma side. This results from the well-known action E. Coupling with the Monte Carlo code
of the ponderomotive force of the resonant field.

10" 1 1075

N, <E> (keVikeV)

16 |
10 ok

10" +

Number of electrons / keV

10"+

In this section, we present some results on electron back-
scattering andK«a production, modeled with a 3D Monte
Carlo code. This code, name&oPEL is a relativistic exten-
sion of the one that we developed in our previous stud@és

A rather informative diagnostic in PIC simulations is the We used stopping power and opacity data corresponding to
energy distribution functions of the particles. For examplethe SiG targets shot in the experiments. Our goal is to in-
one can count all the electrons reaching the right boundary akrpret the experimental data obtained with the electron spec-
the simulation box and “measure” their energy before rein-trometer{ 17], which was looking at those electrons escaping
jecting them with thermal velocities. The number of elec-the ambipolar field in front of the target. WithROPEL, we
trons reaching the right edge of the system is plotted in Figfirst simulated monoenergetic electron beams injected per-
7, per keV and per cfof target surface, as a function of pendicular to the target surface, and looked for the energy
energy, for several scale lengths. Looking at the inset in Figdistribution of backscattered electrons. Then, we weighted
7, we distinguish three different energy ranges. At very loweach of these distributions with the number of electrons per

D. Electron distribution functions
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time (in units of T,)

distance (in units of 4,) distance (in units of 4,)
3 4 5
0.2 0.0 02 A

electric field Ey (in units of mauwgc/e) kinetic energy (50 keV), density {in units of ng)

FIG. 8. (Color Trajectory of a test electron as a function of space in wavelength units and as a function of time in laser periods. The
longitudinal electric field is superimposed. On the right, the electron defikitysolid line and the kinetic energgheavy solid ling of this
test particle are shown with its trajectory. The reduced initial scale lengthLwas=0.2.

energy bin calculated by the PIC code. Results for three dif- Another reason, which can be responsible for the ob-
ferent scale lengths are shown in Fig. 9 and can be directlgerved differences between the theoretical model and the re-
compared to the results from the electron spectrometer. Weults from the electron spectrometer, may be related to the
would like to stress the point that there m® adjustable interaction geometry. We have previously shown that high
parameter in this absolute comparisdror rather steep den- energy electrons are prone to penetrate in the target at much
sity profiles of the preformed plasma and for the case ofarger radial positions than low energy electr¢@k Accord-
more extended plasmag& /(. g>0.3) we find a good agree- ingly, low energy electrons are more sensitive to electrostatic
ment of our simulated electron distributions with those ob-fields that may appear at the target surface. A comparison
served experimentally, in the energy range above 70 keV. Avith 2D PIC simulations has shown that the charge separa-
different picture follows for the case of optimum resonancetion field in a 2D geometry is smaller than in 1D. As a
(L/\g=~0.2). Here, the experimental hot temperattiee = consequence, low energy electrons which return to the target
slope of the electron energy distributjas larger than in the close to the center of the focal spot could be more affected
simulations. In the energy range below 50-70 keV, we obby these fields. Another difference in the behavior of high
tain marked differences between experimental and simulaand low energy electrons can be found in transport inhibition
tion results, independently of the scale-length. effects. Recent papeifgl5] have shown that the electrical
Our theoretical model overestimates the number of eleceonductivity plays a significant role in fast electron energy
trons in this energy region, especially for plasmas with ini-deposition. An electric field builds up at the surface of the
tially steep density profiles. What one cannot understand otarget which limits the electron penetration. Accordingly, the
the basis of these simulations are the deviations between egost-processing of electron distributions by the Monte Carlo
periment and theory fokL/\y=~0.2 when resonance absorp- code has to be regarded as rather indicative.
tion is an important phenomenon. A possible hint can be Using the Monte Carlo code, results on the emission of
obtained from the strong plasma waves observed in the ovek a photons following the removal of K-shell electron can
critical plasma. Discussing above the interaction of test elecalso be obtained. The code takes into account the opacity of
trons with electric fields, we have seen that the fastest pathe material located between the point of emission and the
ticles lose part of their energy to these waves. On the othgpoint of observation, at any angle with respect to the normal
side, slower electrons can gain some energy there. If thes#f the target. The knowledge of théx output for a chosen
processes are overestimated in our PIC simulations, we wilihaterial given in numbers of photons per electron delivered
end up with electron distributions colder than the real onesin one steradian allows us to calculate the absolute number
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FIG. 10. Simulated « photon yield(dotted ling as a function
of the delay time together with experimental values in SSiOpen
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g confirmed our assumption that the electron heating is domi-

‘:::3 nated by the anomalous skin effect and resonance absorption

© ik bufc not by plasmas |_nstab|I|t|es. The observed absorptl_on co-
0 50 100 150 200 efficients as a function of the prepulse delay agree with the

Energy (keV) experimental results.

This kinetic model allowed us to explore the rather com-
FIG. 9. Absolute electron distributions after backscattering fromplex picture of hot-electron production in more detail. We
the target, modeled with the Monte Carlo corfeoPeLcoupled to  observed the energy distribution functions of energetic par-
the PIC codeeuTeRPE The corresponding experimental results aretjcles in plasmas of different scale lengths. In the range of
shown with error bars(a) L/\g=0.001, (b) L/\g=0.2, and(c)  optimum resonance absorption, these distributions exhibit a
L/x=0.5. large number of electrons with a mean energy around 12 keV
and a high temperature tail. By post-processing the particle-
in-cell results with Monte Carlo simulations, we looked for
of producedK«a x-ray photons. To get the integral photon the changes in the electron distributions due to electron-ion
number per steradian we have to convolvekheyield with  collisions and compared the results to the experimental ob-
the electron distributions shown in Fig. 7. The calculéfed  servations. Data in the high energy rarigbove 70 keVY are
photon numbers for several values of the initial scale-lengtlin good agreement independently of the preformed plasma
together with calibrated measuremept6] are given in Fig.  state except for the case of optimized resonance absorption.
10. These results are normalizex 1 J ofincident laser en- Some possible explanations for the observed differences
ergy. We stress again that this comparison is absolute. Wieave been discussed. Using the Monte Carlo model, and the
observe a peak of emission which is strongly displaced wittPIC electron distributions, the integrla photon numbers
respect to the experimentally determined one. Because of th&roduced in the SiQtarget, per steradian per unit laser en-
sharp energy threshold behavior of tHer yield function  ergy were determined. A qualitative agreement with the cali-
around 15 keV, we immediately understand the difficulty tobrated experimental values was achieved for plasmas with a
get a reasonable result for integral photon numbers in plagprepulse delay exceeding 4-5 ps. The maximum number of
mas with steep profiles in the framework of our theoreticalexperimentally measured photons of approximateky18'°
model. Since the PIC modeling strongly overestimates th@hotons/srJ could be reproduced theoretically.
energy distribution functions in the “low” energy part, we
will not get the experimentally observed optimumHKry at ACKNOWLEDGMENTS
prepulse delays around 6 ps.
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