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Comparison of measured and calculated x-ray and hot-electron production in short-pulse laser-
solid interactions at moderate intensities
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Ultrashort pulse laser-solid interaction experiments with 431016 W/cm2, 120 fs, 45° incidence angle,

p-polarized pulses are theoretically analyzed with the help of 11
2 -dimensional (112 D! particle-in-cell ~PIC!

simulations. The laser impinges upon preformed plasmas with a precisely controlled density-gradient scale-
length. PIC electron distribution functions are used as an input to 3D Monte Carlo simulations to interpret
measured electron distributions andKa radiation emission. Satisfactory agreement between the experimental
and simulation results is obtained for the measured absorption coefficient, the energy distribution of the
back-scattered hot electrons, the hot-electron temperature in the bulk of the target, and theKa yield, when the
preplasma scale-length is varied.@S1063-651X~99!00108-7#

PACS number~s!: 52.50.Jm, 52.40.Nk, 52.65.Rr, 52.65.Pp
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I. INTRODUCTION

High-intensity ultrafast lasers with chirped pulse ampl
cation ~CPA! @1# have opened a new field of study of las
matter interaction with solid targets@2,3#. Very short tempo-
ral and spatial scale plasmas are produced with highly t
sient and nonequilibrium properties. These plasmas have
tracted attention as potential sources for ultrafast pulse
rays in the sub-keV energy range@4–7# and in the keV range
@8–10#. Experimental efforts for bringing picosecond tim
resolution in x-ray diffraction, spectroscopy, or microsco
of transient phenomena have been reported@11–13#.

When an intense laser pulse is focused onto a solid tar
a plasma is produced which is heated up to electron temp
tures of hundreds of eVs, depending on the absorbed l
intensity. Thermal x rays at energies above 1 keV are p
duced. To get a higher x-ray radiation yield, target illumin
tion with p-polarized laser light has to be used. Then, co
sionless absorption processes become dominant in the
energy deposition@14#, and in their nonlinear regime, pro
duce hot electrons, which give rise to bremsstrahlung
Ka radiation from the target bulk. This nonthermal emissi
has a relatively short duration, comparable to that of
incoming laser pulse.

It is well known that the temporal shape and the contr
ratio of an intense laser pulse have a significant impact
the plasma properties@9,15#. A controlled prepulse can gen
erate preformed plasmas with different density scale leng
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Gif-sur-Yvette Cedex, France.
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We found earlier@16# that fast electron production and non
thermalKa emission peak for a plasma scale length wh
resonant absorption is maximized@17#. In this paper we in-
vestigate the scale-length dependence of experimental
servables such as the laser absorption, the electron mea
ergy, and theKa emission, by means of particle-in-ce
~PIC! simulations. PIC codes have already shown their u
fulness in studying, e.g., high-order harmonic generation
solids @18–20#, hot-electron generation@21–24# and laser
ponderomotive force effects@25,26# in the context of high
intensity laser-matter interaction.

PIC codes self-consistently solve the Poisson equa
and, therefore, describe the ambipolar fields generated in
collective interaction processes. They also allow one to a
lyze nonlinear resonance absorption, where the strong e
trostatic plasma wave breaks. This wave breaking is esse
for fast particle generation and cannot be treated directly
hydrodynamic simulation codes. In contrast to hydrodynam
simulations, PIC codes generally start with a preform
plasma and this can complicate the modeling of real exp
ments. However, in our experimental situation, the prepu
technique allows us to establish a well-controlled init
plasma state, which we use as input to our calculations.

When performing PIC simulations for various dens
scale-lengths, we are interested mainly in the energy dis
butions of fast electrons that can be computed by the co
With the help of these distributions, we can calculate
number ofKa photons delivered as a result of laser intera
tion as well as the number of fast electrons escaping
plasma after being backscattered in the bulk of the tar
These simulation results have been compared to the ex
mental data. In the following, we shall briefly describe t
experimental apparatus and summarize some aspects of
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nance absorption theory relevant to our analysis. Then
results of PIC simulations will be presented. The final s
tion will be devoted to results on hot-electron production a
the conversion of their energy to hard x rays.

II. EXPERIMENTAL SETUP AND SCALE-LENGTH
MEASUREMENTS

The experimental system used here has already been
scribed in Refs.@16,17#. We recall some of its main feature
for the sake of clarity. The experiments were carried out w
the Laboratoire d’Optique Applique´e Ti:Al2O3 CPA laser in
Palaiseau@27#. This laser delivers 120 fs duration, 60 m
energy, 800 nm wavelength, 10 Hz repetition rate puls
The laser intensity contrast ratio was measured to be b
than 1028 ~at 2 ps before the main pulse! by third order
autocorrelation techniques. The main laser pulse was focu
at 45° incidence angle by a 40 cm (f /16) focal length MgF2
lens onto solid SiO2 flat targets. The 20 mm diameter ma
laser beam is reflected on a mirror having a 6 mmdiameter
hole drilled in its center, which allows the transmission o
small part of the beam profile. This second beam is tim
delayed with a variable delay line and, after transmiss
through a second apertured mirror, is superimposed on
main laser beam. The focal spot of the main beam be
much smaller than the focal spot of the prepulse beam,
interaction of the main beam with the preplasma can be c
sidered as almost one-dimensional. Typically, this sys
gives intensities on the target of 431016 W cm22 for the
main pulse and 431014 W cm22 for the prepulse.

The measuring device for the suprathermal electrons
multichannel electron spectrometer, fitted with a perman
magnetic field of'260 G. The detectors are six silicon su
face barrier detectors, with an active thickness variable
tween 100 and 1000mm. The energy range covered by th
instrument extends from 20 to 200 keV. The SiKa emission
is dispersed by means of a Von Hamos spectrograph b
with a PET~pentaerythritol! crystal~2d 5 8.742 Å! having a
10 cm curvature radius. The spectra are collected at an a
of 10° with respect to the target normal with a cool
(240 °C) x-ray sensitive charge-coupled device camera@9#.

For the electron density-gradient scale-length meas
ments, we used the technique of frequency-domain inter
ometry @28# that we have extended to allow simultaneo
measurements of the phase shift for the two~s andp! probe
polarizations. Details on this technique are given elsewh
@29,30#.

The electron density-gradient scale-length measurem
were interpreted with the FILM hydrocode@31#. Hydrody-
namic simulations of the prepulse interaction with a so
target yield nearly exponential density profiles. The comp
son of the observed scale-length values with results of
interferometric measurements shows excellent agreemen
an example, experimental results obtained after illuminat
of a fused silica target by a prepulse with 120 fs duration a
an intensity of 431014 W/cm2 are shown in Fig. 1 com-
pared to FILM simulation results and to the predictions of
isothermal model@32#. This model shows that the time varia
tion of the scale length around critical density (ne51.7
31021 cm23) is governed by the amount of energy depo
ited by the laser prepulse. In the following, results of Fig
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will be used to convert the prepulse delay into an elect
density-gradient scale-length.

III. COMPARISON OF EXPERIMENTAL DATA
WITH ESTIMATES FROM RESONANCE

ABSORPTION THEORY

For p-polarized laser pulses, the electric field compon
which is directed parallel to the plasma density gradi
drives electrostatic oscillations. At the critical surface t
local plasma frequencyvp5(e2ne /mee0)1/2 is equal to the
laser frequencyv0 and the plasma oscillations are drive
resonantly. If the laser radiation is sufficiently intense, t
plasma response can become nonlinear. Particle trapping
wave breaking occur, and electrons with high energies
generated. The evanescent axial field driving plasma osc
tions at the critical surface can be expressed in the fo
@33,34#

Ed5cBc sinu5
F~z!

2pAL/l0

E0 , ~1!

wherez5(2pL/l0)1/3sinu and F(z) is the Denisov func-
tion, which was found by integrating the plane wave equ
tion for a linear density profile@34#. In the above formulaBc
is the magnetic field at the critical surface,u the angle of
incidence,E0 the free-space radiation electric field amp
tude, andL5nc /udn/dxuc the density-gradient scale length
Normalizing this scale-length to the vacuum laser wa
length, we get the dimensionless parameterL/l0, which will
be used in the following. Assuming a small damping fr
quency in comparison to the frequency of the plasma os
lations, the absorbed energy flux is@35#

I abs'
p

2
e0v0LEd

2 . ~2!

FIG. 1. Measured electron density-gradient scale length i
fused silica plasma as a function of time after the prepulse~open
circles!. Laser conditions are indicated in the text. The solid line
the result of a FILM simulation. The dotted line shows the isoth
mal expansion model withTe550 eV at the peak of the laser puls
and an averaged chargeZ* 55.
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Using both equations we obtain the fractional absorption
the incident light wavef A5F2(z)/2. A rather good approxi-
mation toF(z), obtained for a linear density profile@35#, is
F(z)'2.3z exp(22z3/3). In Fig. 2, estimated absorption co
efficients are plotted together with the experimental data
the corresponding scale lengths~see Fig. 2 of Ref.@17#!.
Both data sets show a similar behavior. The absorption pe
at approximately the same value ofL/l0. Resonance absorp
tion decreases at short scale length@see Eq.~2!#, but vacuum
heating sets in and the overall laser absorption does no
down to zero@36#. Resonance absorption is also lower f
largeL due to a weaker driving field amplitude after tunne
ing over long distances from the turning point to the critic
surface. This can be deduced directly from Eq.~1! and the
approximate value ofF(z) quoted above because the drivin
field at the critical surface decays exponentially with t
scale-length.

The resonance field amplitude can be limited by differ
processes, namely, the nonlinear effect~wave breaking! and
the effect of thermal pressure~convection!. Hydrodynamic
simulations using the FILM hydrocode where resonance
sorption was included by means of anad hoc ‘‘collision’’
frequency added to the usual one bound to inverse bre
strahlung have shown@31# that plasma temperatures, at irr
diation conditions typical for our experiments, reached a f
hundreds of eV. ForTe5600 eV, the electron thermal veloc
ity is v te /c50.034. The electron quiver velocity in th
plasma wave saturated by thermal convection isvw
'1.2@(v0L)/v te#

2/3vd ~wherevd5eEd /mev0 is the electron
quiver velocity associated to the resonance fieldEd) @37#. At
the temperatures of interest for our experiments, this velo
always exceeds the cold wave-breaking velocity. Con
quently, the limiting process in our case is wave break
and not thermal convection.

IV. NUMERICAL RESULTS OF PIC SIMULATIONS

A. General description of the simulations

We have performed detailed particle-in-cell modeling

the experiments described in Ref.@17#. We used the 112 D

FIG. 2. Absorption coefficient estimates for different del
times and reduced scale length using Denisov’s theory. Cl
squares are experimental values from Ref.@17#.
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codeEUTERPE @38# with two velocity ~parallel and perpen-
dicular to the laser axis! and one space~parallel to the laser
axis! components. It calculates the relativistic motion of
large number of macroparticles in a planep-polarized elec-
tromagnetic wave. Oblique incidence of the laser radiat
on the plasma is treated by means of the relativistic ‘‘boo
frame’’ transformation@39#. This method reduces the com
putational efforts remarkably, because it transforms a
problem into a 1D one. To check the validity of our 1
geometry approach, we have performed a limited set of
simulations using theEMI2D2U PIC code@40# initialized with
the present experimental conditions. For the range of e
tron density-gradient scale length explored (L/l0<0.6) and
the moderate laser intensities that we have used, we foun
evidence of parametric instabilities. Signatures of such in
bilities were searched in 2D (xy) plots of the electric field
and of the electron current. We checked that the variation
these observables along they axis ~parallel to the target sur
face! was the same as the ones obtained in 1D geometry,
plotted as a function of time. This points to the fact that,
the absence of instabilities, space along they axis and time
are equivalent, a feature which is the background of
‘‘boost-frame’’ transformation quoted above.

In all simulations, initial temperatures ofTe50.6 keV for
electrons and ofTi50.1 keV for ions were assumed. Th
particle momentum distributions were initialized to Ma
wellian distributions with these temperatures. In the cou
of the simulations, particles reaching the high density~right!
boundary of the simulation box were reinjected using
initial momentum distribution. Particles reaching the boun
ary on the vacuum~left-hand! side of the box were simply
reflected. Only a few particles were reflected in most of
calculations because the vacuum region in front of
plasma was chosen sufficiently large@'(3 –4)l0#. Expo-
nential density profiles and maximum plasma densities in
range (4 –27)nc were used in the simulations. Another im
portant parameter is the laser pulse shape. In contrast to c
monly used ramp-type pulse envelopes, we used Gaus
pulses with 120 fs full-width-at-half-maximum or sin2 pulses
with the same temporal width. Pulses of both shapes c
almost the same energy but simulations with sin2 pulses need
less computer time. All simulations were carried out with
fixed maximum laser intensityI l5431016 W/cm2 and a
wavelengthl05800 nm. The mass ratioMi /Zme was equal
to 3600.

With the help of several diagnostic routines embedded
the code, we looked for observables such as laser light
sorption, energy distribution of electrons and ions inside
plasma and on the right boundary~overdense plasma!, and
mean energy and directionality of the electrons as a func
of the initial plasma scale length. In addition to a comparis
of the quantities observed in the experiments and in
simulations, a further goal of our work was to obtain a mo
detailed understanding of the electron acceleration proces
One of the pending questions concerned the maximum
netic energy that the electrons can gain. In experiments
well as in simulations, particles with kinetic energies mu
higher than the one deduced from the wave-breaking e
mate were detected. To find an explanation for that behav
we followed the motion of labeled electrons through the
gion of plasma resonance. Position, momentum, kinetic

ed
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ergy, and the electric and magnetic field components ‘‘see
by these particles were stored and analyzed off-line. Den
profile modifications due to thermal and ponderomotive pr
sures in the dense plasma were also investigated.

B. Laser absorption coefficient

We first show the simulated absorption coefficients a
function of the reduced initial scale length. In Fig. 3, t
solid line was obtained with sin2 laser pulses. Absorption
measured in the experiment is given by closed squares.

FIG. 3. Laser light absorption~solid line! of the main pulse as a
function of time after the prepulse~or the reduced scale length!. The
squares show the values obtained experimentally.
’’
ty
-

a

he

simulation data are in good agreement with the experim
We reproduce the location of the absorption coefficie
maximum found experimentally atL/l0.0.2 as well as its
value between 0.6 and 0.7.

C. Electric fields and currents

The spatiotemporal distribution of the electric field clo
to the peak of the laser pulse is shown in Fig. 4 in a plas
with the optimum~with respect to laser absorption! L/l0
.0.2. The interference pattern of the incoming and reflec
longitudinal electric fieldEx is clearly seen. We also plotte
the critical surface atne5nc . The field is given in units of
mev0c/e, so that the picture shows the longitudinal comp
nent of the quiver velocity of an electron in the harmon
field normalized to the velocity of light. In all simulations th
incident wave amplitude at maximum intensity is equal
0.137 in these units. The time coordinate is always given
units of the laser period and the space coordinate in unit
the laser wavelengthl0. The resonance field is clearly large
than the incident field, and it extends over roughlyl0/5 ~see
the regions close to the critical density surface at 46, 48,
50T0 in Fig. 4!. In front of the critical surface a large nega
tive space charge field has been formed. The critical surf
oscillates with the laser frequency~as also observed in Ref
@41#!. This is the region where electrons gain high kine
energies if they transit fast enough to feel only the acce
ating phase of the oscillating electric field. The longitudin
electron current component is shown in Fig. 5, for the sa
simulation conditions as the one used in Fig. 4. Again, f
FIG. 4. ~Color! Longitudinal electric fieldEx in units of mev0c/e as a function of the coordinatex ~in laser wavelengths! and time~in
laser periods!. The critical surface is shown with black dots. The initial scale length isL/l050.2.
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FIG. 5. ~Color! Electron currentJx parallel to the target normal as a function of the coordinatex ~in laser wavelengths! and time~in laser
periods! from a simulation withL/l050.2. The critical surface is shown with black dots.
of
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lowing the periodicity of the laser light, a large current
electrons accelerated towards vacuum is observed, as we
the corresponding return current after reflection on the sp
charge potential~see Fig. 5!. The transverse currentJy ~not
shown! has also been calculated. Its magnitude illustrates
as
ce

e

fact that a transverse momentum is transferred to the ta
during the absorption of obliquely incident light.

The different physical situations obtained while varyin
the initial scale-length are collected in Fig. 6. For three v
ues ofL/l050.01, 0.2, and 0.6 the longitudinal electric fie
s:
FIG. 6. Longitudinal electric field~solid line! and electron density profiles~dotted line! for three different initial gradient scale length
~a! L/l050.01, ~b! L/l050.2, and~c! L/l050.6.



ce
f

in
tw
-
ro
he
au
he
-
ca
et
la

or

e
ec

t
so
u
a
ur

t
tio

e
le
y
in
c
ig
f
i

ow

rac-

n
e
ely
ad-
he
s in

er-
id-

w
ns

ven
ns
en
n is

ase
e-
n-
y it
ts
ld,

to an
rge
er
n of
lk

the
of
re
the
ave

rt
the
r of
e
very
to

ck-

g to
in-
ec-

ng

per-
rgy
ted
per

th
ro
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Ex ~solid lines! is shown at the time where the resonan
field is close to its maximum. We see a large resonance
L/l050.2 after the field has tunneled from the turning po
to the critical point. Since the distance between these
points increased in the case ofL/l050.6 the resonance be
comes weaker, as expected. In the overcritical plasma, st
electrostatic field perturbations with the frequency of t
plasma wave can be observed. These disturbances are c
by the jets of energetic electrons flowing in the bulk of t
target ~see Fig. 5!. From the existence of similar perturba
tions in the transverse field pattern inside the target, we
conclude that a strong directionality of the fast electron j
occurs. This was already observed in previous 2D simu
tions performed in the context of the interaction of a sh
pulse laser field with a corrugated solid target@42#. We will
see below that the oscillations excited by the leading edg
an electron bunch may in turn influence the motion of el
trons arriving later during the same laser cycle. In addition
the field distribution, the electron density profile is al
shown in Fig. 6. When the scale length is increased, an
dercritical plasma shelf develops, expands, and eventu
becomes overcritical somewhere in front of the critical s
face. At the same time, the plasma profile is steepened on
dense plasma side. This results from the well-known ac
of the ponderomotive force of the resonant field.

D. Electron distribution functions

A rather informative diagnostic in PIC simulations is th
energy distribution functions of the particles. For examp
one can count all the electrons reaching the right boundar
the simulation box and ‘‘measure’’ their energy before re
jecting them with thermal velocities. The number of ele
trons reaching the right edge of the system is plotted in F
7, per keV and per cm2 of target surface, as a function o
energy, for several scale lengths. Looking at the inset in F
7, we distinguish three different energy ranges. At very l

FIG. 7. Number of electrons flowing through the right~over-
dense! edge of the simulation box, per keV and per cm2 of target
surface, as a function of kinetic energy for several values of
initial scale length. The inset shows the distribution of the elect
energies as a function of electron energy.
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energy, less than 1 keV, we have thermal electrons cha
terized by their initial temperatureTe5600 eV. Then, there
appears a local plateau of electrons with energiesE
'(5 –40) keV and a high-energy tail of the distributio
function follows. This tail is rather noisy but this cannot b
avoided in PIC simulations because they use a relativ
small number of particles. As already mentioned above,
ditional fluctuations can be produced by interaction of t
fast electrons with the electron-excited plasma oscillation
the overdense target.

Now we try to understand how electrons can gain en
gies of some hundred keV at laser intensities in the m
1016 W/cm2 range ~i.e., quiver electron energies of a fe
keV!. As already mentioned, experiments and simulatio
give maximum energies which are far above the values gi
by simple estimates. We followed some ‘‘test’’ electro
during their interaction with the laser and the laser-driv
plasma waves. In Fig. 8 the trajectory of one such electro
plotted in the electric fieldEx . The motion of the particles in
the resonance region is strongly dependent on their ‘‘ph
matching’’ with the plasma wave. The figure contains, b
sides the electric field, time-history plots of the kinetic e
ergy of the test particle, together with the electron densit
‘‘sees’’ during its trajectory. In Fig. 8, the electron star
with thermal energy at the entrance of the resonant fie
becomes trapped in the plasma wave and is accelerated
energy of the order of 100 keV. The electron makes a la
excursion in front of the target during the next two las
cycles. This behavior has been described as the formatio
‘‘cloud electrons’’ which do not return to the target bu
during the same laser cycle where they originated@21,43,44#.
On its way back to the target, the test electron arrives at
critical surface just in phase with the negative half-period
the resonance field, and gets an additional ‘‘kick’’ of mo
than 50 keV. Slightly decelerated by the resonance of
next cycle, its velocity is increased again in the plasma w
field ~seen as undulations in the target bulk in Fig. 8! up to
200 keV. Continuing its motion in the bulk of the target, pa
of this energy is converted into electrostatic energy of
dense plasma oscillations. Only a relatively small numbe
electrons will have the right ‘‘phase’’ with respect to th
resonant field to be accelerated to such large energies, a
much larger number of electrons will be resonantly heated
energies in the range between 10 and 40 keV~see Fig. 7!.

E. Coupling with the Monte Carlo code

In this section, we present some results on electron ba
scattering andKa production, modeled with a 3D Monte
Carlo code. This code, namedPROPEL, is a relativistic exten-
sion of the one that we developed in our previous studies@9#.
We used stopping power and opacity data correspondin
the SiO2 targets shot in the experiments. Our goal is to
terpret the experimental data obtained with the electron sp
trometer@17#, which was looking at those electrons escapi
the ambipolar field in front of the target. WithPROPEL, we
first simulated monoenergetic electron beams injected
pendicular to the target surface, and looked for the ene
distribution of backscattered electrons. Then, we weigh
each of these distributions with the number of electrons

e
n
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FIG. 8. ~Color! Trajectory of a test electron as a function of space in wavelength units and as a function of time in laser perio
longitudinal electric field is superimposed. On the right, the electron density~thin solid line! and the kinetic energy~heavy solid line! of this
test particle are shown with its trajectory. The reduced initial scale length wasL/l050.2.
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energy bin calculated by the PIC code. Results for three
ferent scale lengths are shown in Fig. 9 and can be dire
compared to the results from the electron spectrometer.
would like to stress the point that there isno adjustable
parameter in this absolute comparison. For rather steep den
sity profiles of the preformed plasma and for the case
more extended plasmas (L/l0.0.3) we find a good agree
ment of our simulated electron distributions with those o
served experimentally, in the energy range above 70 keV
different picture follows for the case of optimum resonan
(L/l0'0.2). Here, the experimental hot temperature~the
slope of the electron energy distribution! is larger than in the
simulations. In the energy range below 50–70 keV, we
tain marked differences between experimental and sim
tion results, independently of the scale-length.

Our theoretical model overestimates the number of e
trons in this energy region, especially for plasmas with i
tially steep density profiles. What one cannot understand
the basis of these simulations are the deviations between
periment and theory forL/l0'0.2 when resonance absor
tion is an important phenomenon. A possible hint can
obtained from the strong plasma waves observed in the o
critical plasma. Discussing above the interaction of test e
trons with electric fields, we have seen that the fastest
ticles lose part of their energy to these waves. On the o
side, slower electrons can gain some energy there. If th
processes are overestimated in our PIC simulations, we
end up with electron distributions colder than the real on
f-
ly
e

f

-
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-
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e
r-
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Another reason, which can be responsible for the
served differences between the theoretical model and the
sults from the electron spectrometer, may be related to
interaction geometry. We have previously shown that h
energy electrons are prone to penetrate in the target at m
larger radial positions than low energy electrons@9#. Accord-
ingly, low energy electrons are more sensitive to electrost
fields that may appear at the target surface. A compari
with 2D PIC simulations has shown that the charge sep
tion field in a 2D geometry is smaller than in 1D. As
consequence, low energy electrons which return to the ta
close to the center of the focal spot could be more affec
by these fields. Another difference in the behavior of hi
and low energy electrons can be found in transport inhibit
effects. Recent papers@45# have shown that the electrica
conductivity plays a significant role in fast electron ener
deposition. An electric field builds up at the surface of t
target which limits the electron penetration. Accordingly, t
post-processing of electron distributions by the Monte Ca
code has to be regarded as rather indicative.

Using the Monte Carlo code, results on the emission
Ka photons following the removal of aK-shell electron can
also be obtained. The code takes into account the opacit
the material located between the point of emission and
point of observation, at any angle with respect to the norm
of the target. The knowledge of theKa output for a chosen
material given in numbers of photons per electron delive
in one steradian allows us to calculate the absolute num
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of producedKa x-ray photons. To get the integral photo
number per steradian we have to convolve theKa yield with
the electron distributions shown in Fig. 7. The calculatedKa
photon numbers for several values of the initial scale-len
together with calibrated measurements@46# are given in Fig.
10. These results are normalized to 1 J of incident laser en-
ergy. We stress again that this comparison is absolute.
observe a peak of emission which is strongly displaced w
respect to the experimentally determined one. Because o
sharp energy threshold behavior of theKa yield function
around 15 keV, we immediately understand the difficulty
get a reasonable result for integral photon numbers in p
mas with steep profiles in the framework of our theoreti
model. Since the PIC modeling strongly overestimates
energy distribution functions in the ‘‘low’’ energy part, w
will not get the experimentally observed optimum inKa at
prepulse delays around 6 ps.

V. CONCLUSION

In summary, we have investigated theoretically the int
action of short intense laser pulses at oblique incidence ap

polarization with preformed plasmas. A 11
2 D PIC code

implementing the ‘‘boost-frame’’ technique was used
simulate laser energy conversion to fast electrons. The in
conditions were chosen to be as close as possible to the
perimental situation. With additional 2D simulations, w

FIG. 9. Absolute electron distributions after backscattering fr
the target, modeled with the Monte Carlo codePROPELcoupled to
the PIC codeEUTERPE. The corresponding experimental results a
shown with error bars.~a! L/l050.001, ~b! L/l050.2, and~c!
L/l050.5.
h

e
h
he

s-
l
e

-

al
x-

confirmed our assumption that the electron heating is do
nated by the anomalous skin effect and resonance absor
but not by plasmas instabilities. The observed absorption
efficients as a function of the prepulse delay agree with
experimental results.

This kinetic model allowed us to explore the rather co
plex picture of hot-electron production in more detail. W
observed the energy distribution functions of energetic p
ticles in plasmas of different scale lengths. In the range
optimum resonance absorption, these distributions exhib
large number of electrons with a mean energy around 12
and a high temperature tail. By post-processing the parti
in-cell results with Monte Carlo simulations, we looked f
the changes in the electron distributions due to electron
collisions and compared the results to the experimental
servations. Data in the high energy range~above 70 keV! are
in good agreement independently of the preformed plas
state except for the case of optimized resonance absorp
Some possible explanations for the observed differen
have been discussed. Using the Monte Carlo model, and
PIC electron distributions, the integralKa photon numbers
produced in the SiO2 target, per steradian per unit laser e
ergy were determined. A qualitative agreement with the c
brated experimental values was achieved for plasmas wi
prepulse delay exceeding 4–5 ps. The maximum numbe
experimentally measured photons of approximately 331010

photons/sr J could be reproduced theoretically.
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